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Abstract 

Collaborative Filtering (CF) filters the flow of data that can be recommended, by 

aRecommendationSystem(RS),toatargetuseraccordingtohistasteandhispreferences.T

hetargetuser’sprofileisbuiltbasedonhissimilaritywithotherusers.For this reason, CF 

technique is very sensitive to the similarity measure used toquantify the dependency 

strength between two users (or two items). In this papercompared two different 

types of similarity measures and find the best similaritytechniquesusedforCF-

basedrecommendationsystem.Foreachmeasure,weoutlineits fundamental 

background and we test its performance through an 

experimentalstudy.Experimentsarecarriedoutonstandarddatasets(MovieLens100k)an

drevealmanyimportantconclusions.Findthebestsimilaritytechniquesforclusteringalgo

rithminCFmethod. 

 
Keywords: Collaborative Filtering (CF), Recommendation System (RS), Movie 

Lensdataset,SimilarityMeasure,Accuracy 

 
I. INTRODUCTION 

 
CF-based Web service recommendation refers to recommending 

servicesaccording to the past composition history, the similarity of users, or the 

similarity ofservices. Collaborative filtering is a method of making assumption of 

user’s interestby gathering the information about likes and dislikes from large 

number of 

users[3].ThefundamentalfactisthatifaUserAhasthesameopinionaslikeUserBonthe 
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same item, then User A has more chances to have similar opinion with User B 

fordifferent item also. In this case, the recommendation system will suggests the 

itemlikedbyUserAtoUserB.Atfirst,theuserconveystheirlikesanddislikesbyratingthe 

items such as books, videos, movies or music etc. These ratings can be taken asthe 

representation of user’s interest for the particular item. The 

recommendationsystemmatchestheratingsofthisuserwiththeratingsofotheruserstofind

theuserswith most similar taste. Then, the system list out all the items which are 

rated higherby similar users.But those items are not yet rated by the current user. 

Even though,the recommendation system recommends those items to the current 

user as these areall rated by the user who have the similar taste. So, the 

collaborative based filteringsystem considers the past activities or behaviours of the 

user and it also use 

thesimilardecisionsmadebydifferentusers.Collaborativefilteringwascategorizedintot

wo types. They are as follows:First one is User based recommendation system, 

theUser based recommendation system used to predict the items which the user 

mightlike based on the ratings given to the particular item by other similar users 

withsimilar taste with that of the current user. Second one is Item based 

recommendationsystem. Item based collaborative filtering is a type of collaborative 

filtering 

forrecommendationsystems.Theratingsoftheitemswhichwasgivenbytheuserswascolle

cted and using those ratings, the similarity between the items was calculatedusing 

the similarity measures such as Euclidean distance and Jaccard similarity 

etc.Similarity measurement is done prior to clustering using similarity measures. 

Theclosenessleveloftheobjectiveitemsismeasuredwithrespecttothequalitiesthatareacc

eptedtorecognizetheclusterimplantedintheinformation.Theattributesmaybebased on 

the information and the text issued, hence there is no measure that is allaround best 

for a wide range of clustering issues. Additionally, picking the propercloseness 

measurement is vital for examining the clusters, particularly for a 

specifickindofclusteralgorithm.Reviewingtheclosenessastheseparationparameter,ahu

genumber of similarity measurements are needed to find the thick area and 

determineclustering task for new information. As a result, knowing the viability of 

variousmeasurements is vital in picking the best option. When all is said in short, 

thesimilarity measurement acts as a separation among two items that is mapped into 

asolitarynumericesteemusingtwofactorsnamelythepropertiesofthetwoitemsandthe 

measurement. As this research is concerned with Item based 

recommendationsystem,theitemtoitemsimilarityhastobefoundforclusteringandrecom
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mendation. 

Journal of Vibration Engineering(1004-4523) || Volume 22 Issue 1 2022 || www.jove.science

Page No: 3



 

 

Let us discuss the role of similarity measures in recommendation system with 

anexample. Let us take a sample dataset which consists of five movies which 

canotherwise be called as five items. The rating ranges from 5 (Strongly like) to 

1(Strongly dislike).Clustering Algorithms for Collaborative based 

recommendation,Clustering algorithm organizes the pattern collections most 

probably as a vectormeasures, or as a point in an n-dimension space in a cluster 

depending on thesimilarity measures. So, the input data has to be clustered based on 

the 

similaritymeasurements.Theresultsofsimilarityareusedforclusteringalgorithmstochec

ktheefficiencyofthesimilaritymeasuresalongwiththeclusteringalgorithm.Thedensityp

eakClusteringbasedapproachescanbeimplementedandtheperformancecomparison 

has been carried out to find the best similarity measure as well as 

theclusteringalgorithm. 

 
II. LITERATUREREVIEW 

 
Inthiswork,the titlesofthe researchpaperswere utilizedtocalculatesimilarity 

between papers [1].The measurement of Cosine quantifies the 

similaritybetweenthetwovectors 

asthecosineoftheanglebetweentwovectors[2].TherearecommonlyusedCosinesimilarit

y[5],EuclideanSimilarity[6].Accordingtosimilarity between documents can be 

partitioned into three categories: first, string-based (character based and term-based) 

secondly, corpus-based and finally 

knowledgebased(similarity,relatedness).Thisworkutilisesterm-

basedsimilaritymeasuresi.e.Cosine similarity, Euclidean distance, Jaccard similarity 

and Pearson coefficientsimilaritymeasure [4].Performed a comparative systematic 

studyon similaritymeasure for online documents. They compared four similarity 

measures 

(Euclidean,cosine,PearsoncorrelationandextendedJaccard)inconjunctionavarietyofcl

ustering techniques (k-means, weighted graph partitioning, hyper-graph 

partitioning,self-organising feature map and random). Our research however follows 

a 

differentdirectioninthatitconcentratesonthefoursimilaritymeasuresmentionedabove,b

utthey are used in conjunction with classification techniques (rpart, boosted and 

therandom forest algorithms). In their work, the cosine similarity metric performed 

betterthan the rest, and the weighted-graph outperformed the other clustering 
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techniques.Ourworksimilarlycomparesthefoursimilaritymeasuresonhowtheyperform

withclassificationalgorithms[7].A.HuangInvestigatedpartitioningclusteringalgorithm

s 
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withhierarchical 

clusteringschemesanditwasestablishedthatpartitionalclusteringalgorithms performed 

better. Further, similarity measures were utilised to compareand analyse the 

effectiveness of these similarity measures on document 

clustering.Theirexperimentsestablishedthatthreecomponentsultimatelyaffectthefinalr

esultinatextclusteringscenario:theobjects,distanceorsimilaritymeasuresusedandthecl

ustering algorithm employed in the experiment. It has also been reported that 

withthe given diversity set of distance and similarity measures available in data 

mining,their effectiveness in text classification is still not very clear[8]. It is widely 

used indata mining [10], recommendation [9].Clustering is the classification of data 

intoseparateclassesorclustersbasedonasimilaritymeasureanddissimilardataclassificati

onintoseparateclusters[11]. 

III. OUTLINEOFTHEPAPER 
 
 

 
IV. METHODOLOGY 

 
4.1. EuclideanDistance 

 
 

TheEuclideandistance(aspecialcaseoftheMinkowskidistancewithm=2)is the 

notable distance measurement utilized in many numerical information. 

Itsperformances will be good if conveyed to dataset that incorporates minimum 

orisolateclustering.Euclideandistancehasadisadvantagethatwhentwovectorssharenoat

tributes,theywouldhavealittleseparationthanothervectorpairswhichcontainasimilaratt

ributes.NextissueofEuclideandistance(beingtheMinkowskifamily)isits biggest scaled 

features that overrule the other measurement techniques. To 

mitigatethis,thecontinuousfeaturesarenormalized.Itisastandardmeasurementingeomet

ricanalysisutilizedwithk-meansclustering.Thecustomarydistancebetween 
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v=1

twovectorsiseffectivelyestimatedin2D/3Dspaceandisutilizedinmostoftheclustering(includi

ngtextclustering). 

TheEuclideandistancebetweentwomoviescharacterizedasvectorsv⃗̅̅aandv̅̅b⃗is 

DE(̅v̅a⃗,̅v̅̅b⃗)=√(∑m
 |Wv,a−Wv,b|) 

 

4.2. JaccardSimilaritymeasure 

 
Ameasurementwhichisutilizedtocomparethesimilaritybetweenmodelsetcanbe

astringoranentirereport.TheJaccardcoefficientestimatesthecomparabilityfor a limited 

set and is characterized as the proportion of intersection size and 

theunionsizeoftheset. 

The different types of similarity measurements are available to decide 

thelevel of similarity among movies. Among these, some measurements depend on 

theattributes present in every movies or nearness of common properties between 

theconsidered movies while some measurements consider both the existence and 

nonappearance of characteristics in every movie. Such kinds of measurements are 

donebythegeneralsimilaritymeasurementproposedbyTverskyas 

f(m1∩m2) 
Sv1,v2(m1,m2)=  

 f(m∩m)+v.f(m−m)+v.f(m−m) 
1 2 1 1 2 2 2 1 

Wherev1,v2positiverealnumbersarem1,m2arethedataitems.Whenv1=v2=1,theJaccardsimil

aritymeasurementisexpressedas 

|m1∩m2| 
Sv1,v2

=
|m 𝖴m2| 

 

4.3. DensityPeakClustering 
 
 

The Density Peak Clustering (DPC) method is a novel clustering 

techniquebased on density peaks and distance. It primarily employs two factors, one 

is 

localdensityandanotheroneisdistanceofthesampletothenearestneighbourwithhigherde

nsitytosegregateandtoidentifytheclustercentre.Afterfindingtheclustercentre,the data 

items are assigned to their respective nearest neighbour with higher 

density(Yewang,Cetal.,2020).ThestepsinvolvedinDensityPeakClusteringalgorithmis

asfollows 

1 
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Algorithm: 

Step1:Calculatingthedistancedijbetweenpointsandconstructingsimilaritymatrix 
 

Step2:Calculatinglocaldensityβiandhighdensitydistanceδiforeachdatapointbasedonth

ematrixwhichconstructbystep1andparametersdcofuserinput 

βi=∑(dij− dC) 

j 

 
Wheredcisdefinedasacutoffdistances.Itisanadjustableparameter.Generallymostofthec

asesitdefinedas:dc=dNd× 2% 

Theδiistheminimumvalueofanypointthanitshighdensitypointdistance.Theδiisdefineda

s thefollowingformula 

δi=min(dij) 
j:yj>yi 

 
Step3:Findμ(xi)whichthenearesthigherdensitypointofxi 

 
μ(yi)=argmin(dij) 

j:yj>yi 

 

Step4:Takingthedatapointsastheclusteringcenter,whosetwoattributevaluesareallhigh. 

Step4:Remainingpointscanbeclassifiedaccordingtothenearestneighbourclassificationalgori

thm 

Step5:Finally,filterthenoiseoutlierdata 
 

 
V. EXPERIMENTALRESULTSANDDISCUSSION 

 
SimilarityMeasure Accuracy Precision Recall RMSE MAE 

EuclideanMethod 93.18 90.78 89.777 0.294 0.082 

JaccardMethod 97.18 95.81 95.77 0.156 0.020 

 
Table3.1PerformancecomparisonofsimilaritymeasureusingDensityPeakclusteringalgo

rithmsforcollaborativefiltering 
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In this research work, experiments for different similarity measures 

withclustering algorithm. The performance of similarity measures was evaluated 

usingmetrics such as Accuracy, precision, Recall, MAE and RMSE. The 

performance ishigher if the value MAE and RMSE is low evident that jaccard 

similarity performsbetter than other similarity measures for clusters. So, jaccard 

similarity measure 

isconsideredtobethebetterperformingsimilaritymeasureandisusedforthepurposeofclus

tering. 

 

 
 
 

SimilarityM

easure 

 
 

Clusters 

PerformanceMetrics 

 
MAE 

 
RMSE 

 

EuclideanDi

stance 

Cluster=0 0.082 0.294 

Cluster=1 0.106 0.333 

Cluster=2 0.126 0.362 

 
Jaccard 

Cluster=0 0.020 0.156 

Cluster=1 0.027 0.163 

Cluster=2 0.032 0.205 

 

Table3.2Performancecomparisonofsimilaritymeasures 
 
 

Theexperimentalresultsforclusteringalgorithmswhichusejaccardsimilaritymea

sure for clustering is shown in Table3.1. From the analysis of Table 3.2, it 

isobviousthatDensityPeakClusteringalgorithmperformsbetterthanotherclusteringalgo

rithmsespeciallyintermsofaccuracy.Itprovidesanaverageof97.18%whereasotherclust

eringalgorithmsprovideloweraverageaccuracythanDensityPeakclustering algorithm. 

From the experimental results, it is concluded that 

JaccardsimilaritywithDensitypeakclusteringprovidesthebestclusteringwhichinturnact

sasabestrecommendationsystem 
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VI. PERFORMANCEMETRICS 
 

Performancemetricsareusedtomeasuretheperformanceintermsofmetricssucha

sAccuracy,Precision,Recall,RMSEandMAE.Theperformancemetricsusedtoevaluatet

heclusteringalgorithmsareexplainedbelow. 

6.1 Accuracy 
 
 

Accuracyisthesimplestintuitiveperformancemetric,becauseitisjustaratioof 

accurately predicted observations to total observations. One would believe that ifwe 

have high accuracy, our model is the best. Accuracy is a fantastic measure, butonly 

when you have symmetric datasets with almost equal values for false 

positivesandfalsenegatives. 

 
 

6.2 Precision 
 
 

Precisionisdefinedastheproportionofaccuratelypredictedpositiveobservationstothetot

alnumberofexpectedpositiveobservations. 

 
 

 
6.3 Recall 

Recall is defined as the ratio of accurately predicted positive observations 

toallobservationsintheactualclass. 

 
 

 
 

6.4 MeanAbsoluteError 
 

MeanAbsoluteError(MAE)iswidelyusedmetrictoevaluateRecommendersyste

m.Foreachpairwhichtheuserrated,theabsoluteerroriscalculated.After 
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addingthesepairsanddividingthembythetotalnumberofrating-

predictionpairs,wecangetMeanAbsoluteError. 

 
 

6.5 RootMeanSquaredError 

Root Mean Squared Error (RMSE)is the widely used method for 

evaluatingRecommender system. It calculates the deviation between predicted and 

real ratings.Itgivesmoreemphasisondeviation. 

 
Here,theoverallnumberofratingismentionedbyN,xiandyirepresentstheactualandpredicte

drecommendationvalueintherecommendersystem. 

VIICONCLUSION 
 

Toidentifytheefficientsimilarityalgorithmforcollaborativebasedclusteringalgo

rithms.AcomparativeanalysisofDensitypeakclusteringalgorithmstheexperimental 

results, it is obvious that the combination of Jaccard algorithm withDensity peak 

clustering algorithm overcomes other clustering algorithms. The averageaccuracy of 

Density Peak clustering is 97.18 %. Hence, it is decided to develop amodified 

version of Density Peak clustering algorithm which gives better 

accuracythantraditionalDensityPeakClusteringalgorithmsformovierecommendation. 
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