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Abstract;Recentadvancementsininformationtechnologyhavei
mprovedthedesignanddevelopmentofdiseasepredictionsystems
significantly.Thediseasepredictionsystem is useful in 
diagnosing diseases by analyzing 
medicaldata.Inthisdigitalworld,diseasepredictionsystemsareex
tremely important, especially duringpandemic situationswhen 
physicians are in high demand andpeople are unable 
toreachhospitalstomonitoranddiagnosetheirhealthconditions.
Manymedicalexpertsystemsanddiseaseprediction systems 
have been published in recent years. 
Still,thereisagapforpeopletohaveaneffectivediseaseprediction 
system to predict a patient's disease and severitylevel at the 
right time. Predicting the impact level of disease inthe human 
body is considered one of the most difficult 
issuesnowadaysdueto 
theincreaseinvoluminousmedicaldatawithvariousnewsymptom
s. 

 
 

1. INTRODUCTION 
 

1.1 HEALTHCAREMANAGEMENT 
 

Nowadays people are exposed to many health issues due 
totheirsedentarylifestyles.Healthcaremanagementisanimporta
nt task today due to the rapid growth of diseases andthe 
advent of new symptoms of the old diseases. People 
arenotgettingmedicalattentionontimeduetoinefficientmedical 
facilities and most healthcare organizations cannotmeet the 
medical demand of the public. Prediction of diseaseis also 
another important issue with healthcare managementdue to 
the formation of unusual symptoms which is aboutvarious 
diseases. An effective healthcare system is needed 
toprovidebetterdiseasepredictionandtreatmentwithminimized 
costs. Due to the advent of unusual symptoms andan increase 
in the voluminous data of patients with variousdiseases, 
predicting the impact level of disease in the patient'sbody is 
considered one of the most difficult issues nowadays.Recent 
advancement in information technology has 
changedthewayhealthcaremanagementiscarriedoutanddocume
nted. 
The World Health Organization (WHO) has identified 
thatheart, diabetic and cancer diseases are deadly causing 
morethan 12 million causalities in the world. Comparatively, 
thisnumberishighinallcountries,especiallyindevelopingcountri
es.Accordingtoastatistic,thereisacausalityhappening every 30 
seconds due to any one of the above-mentioned diseases. 
Diagnosing these diseases is necessarytoday and it is also a 
challenging task for the healthcaredepartment of each nation. 
Diagnosing the disease is vitalbecause patients are not aware 
of the symptoms which fail tomonitorthediseaselevels 
andhealthconditions 

1.1.1     IoTinHealthcare 
The Internet of Things (IoT) is a network of physical 
objectssuchasdesktops,Laptops,SmartphonesTablets,etc.TheseOb
jectsareembeddedwithsensors,software,andothertechnologiestoco
mmunicateandexchangedatawithotherdevices and systems over 
the internet. Remote monitoring anddisease prediction in the 
healthcare sector is now possible withIoT-enabled devices, which 
can keep patients safe and securewhile also inspiring physicians 
to provide superior treatment. Inhealthcare IoT devices are 
rapidly integrated withAI and MLinto disease prediction systems 
and process the medical data forefficient diagnosis of diseases. 
Furthermore, IoT-enabled diseaseprediction and remote 
monitoring of patients have a huge effecton reducing consultation 
time, minimizing healthcare costs, 
andimprovingdiseasepredictionaccuracy 
IoT undeniably changes the healthcare industry by redefining 
thespaceofdevicesandhumaninvolvementinthedeliveryofhealthcar
e solutions. The following are some of the main 
benefitsofIoTinhealthcare: 
 Improved Treatment: It allows doctors to make evidence-
based,well-
informeddecisionswhileprovidingcompleteaccountability. 
 CostSavings:IoTallowsforreal-timepatienttracking,reducing 
the number of unnecessary doctor visits, hospital 
stays,andreadmissions. 
 Rapidly Diagnosis: Using continuous patient monitoring 
andreal-time data, doctors can diagnose diseases at an early 
stage,evenbeforemajorsymptomsoccur. 
 Preventive Medical Care: Continuous health monitoring 
allowsfortheprovisionofproactivemedicaltreatment. 
 Drug and Medical Equipment Management: In the 
healthcaresector,handlingmedicationsandmedicalequipmentisabig
challenge.Theseareefficientlyhandledandutilizedbyconnecteddevi
ces,resultinginlowercosts. 
Data created by IoT devices not only aids in efficient decision-
making but also ensures that healthcare operations run 
smoothlywithfewersystemcosts.IoTdeviceusessensordata, 
whichhelps medicalpractitioners understand sensitive 
circumstancesmore quickly and effectively also patients can be 
better informedabouttheirsymptomsandprogress.Pulse-
oximeters,electrocardiograms,thermometers,fluidlevelsensors,and
Sphygmomanometers (Blood pressure), etc. are examples of 
IoTin healthcare sensors that are beneficial for analyzing the 
currentpatientcondition 

 
1.2 NON-COMMUNICABLEDISEASES(NCDs) 

The diseases which are not communicable directly from 
onepersontotheotherpersonarecallednon-
communicablediseases.NCDs are connected with the way 
aperson or groupof people survives called a lifestyle disease. 
WHO recognizednon-communicable diseases including heart, 
diabetes, 
cancer,chroniclung,andstroke(WHOReport,2018).Accordingto 
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the WHO non-communicable disease profile released 
intheyear 2018, non-communicable diseases causes nearly 
70%of death around the world, among them 82% i. e. 16 
millionindividualsprematurelydeceasedbeforetheageof70ye
ars. These NCDs are generally caused by four major 
riskfactorsimproperandunhealthydiet,lackofphysicalactivitie
s,abnormalweight,smoking,tobaccousage,alcohol abuse, 
stress, age, family medical history, 
heritage,andpersonalcircumstances. 

 
1.2.1 HeartDisease 
Heartdiseasedenotesanyconditionwhichaffectsthefunctionaliti
es of the heart. Heart disease is categorized bydifferent 
causes such as Coronary artery and vascular 
disease,Heartrhythmdisorders(arrhythmias),Structuralheartdis
ease, and heart failure. Among them, coronary artery 
andvascular disease will happen when the arteries of a heart 
areblocked.This is a common heart disease and causes 
chestpain (angina). In addition, vascular disease is a problem 
withbloodvesselsthataffectbloodcirculationandheartfunctional
ity.Heartrhythmdisorders(arrhythmias)occurbecause of less 
heartbeat which affects the blood circulation.Structural heart 
disease refers to abnormalities of the heart'sfunctionalities 
including its valves, walls, muscles, or 
bloodvesselsneartheheart. 
The WHO predicted that heart disease is a deadly disease 
andalso identifiedthe deathrate inthe world asaround 
120lakhs. The number of death cases of heart disease is high 
inall countries, particularly in developing countries 
includingIndia,SriLanka,Nepal,Pakistan,etc.Now,thislife-
threateningdisease affects the adult 
withmaximumdeathrateandincreasedthe unpredictedfatality 
throughouttheworld. An analysis expressed that one person 
meets a heartdisease deathevery 40 seconds in the United 
States (Bengioet al. 2013). Heart failure will happendue to 
high BloodPressure (BP) and other serious symptoms which 
is the laststage of the disease leading to fatal. The major 
symptoms ofheart disease are including high BP, high 
cholesterol, chestpain, and Sleepapnea.Heart diseasesare 
dragonized 
andcategorizedbasedonindividuallifestyle,familymedicalhisto
ry,and medical health reports.Medical health reportsare 
evaluated with the following reports 
Electrocardiogram(ECG),cardiaccatheterization,cardiacComp
uterizedTomography(CT)scan,cardiacMagneticResonanceIm
aging(MRI),stress test,andHoltermonitoring. 

 
1.2.2 DiabetesDisease 
Diabetesmellitusiscommonlyreferredtoasdiabetes.Diabetesisa
metabolicdiseasethatcauseshighbloodglucose. The insulin 
hormone supplies sugar to body cellsfrom the blood 
whichgives energy to humans. Whenthecells do not make 
enough insulin the person is identified asdiabetic. If diabetes 
with high blood sugar is untreated, it willdamage the nervous 
system, eyes, kidneys, and other 
organs.Generally,diabetesisclassifiedintothefollowingtypespr
ediabetes, gestational diabetes, type 1 diabetes, and type 
2diabetes. Among them, Type-2 diabetes is more severe 
thanType-1 diabetic disease. Autoimmune disease is said to 
betype 1 diabetes, which affects pancreas cells where insulin 
isgenerated. When the human body becomes insulin 
resistantand sugar builds up in the blood indicates type 
2diabetes.During pregnancy, the blood sugar level is 
increased 
whichindicatesgestationaldiabetes.Prediabetesisaconditionide
ntified withhighbloodsugarabovethenormallevel. 
AccordingtotheWorldHealthOrganizationreport,around 

fourtimesof people were affectedby 
diabeticsbetween1980and2014.Inthesestatistics,thenumberofadult
patientsincreased from 4.7% to 8.5%. Specifically, the 5% of 
patients areincreased in the last one and half decades and it also 
increasingrapidlyinhigh-
incomecountries.Moreover,itcausesmajorissuesincludingheartatta
ck,stroke,blindness,andkidneyfailure.Due to this reason, the death 
rate of diabetes is 16 lakhsin 2016. In addition, 22 lakh people 
lost their lives in 2012 due 
tohighbloodglucosethatoccursbeforetheageof70(WHOReport, 
2021). Common diabetes symptoms include increasedthirst and 
hunger, weight loss, blurry vision, frequent 
urination,andfatigue.Diabetesisassociatedwithmajorcomplications
suchasheartdisease,nephropathy,retinopathy,hearingandvision 
loss, skin infections, depression, dementia, etc. Diabetescan be 
diagnosed by doctors with the help of blood tests whichincludes 
fasting plasma glucose measures and hemoglobin A1Ctest. 

 
2. RELATEDWORK 
A literature review in the context of a disease prediction 
systemhelpsidentifytheissues,complexities,andimportanceofexisti
ngworks.Also,itsupportsidentifyingsuitablemethodologies,tools,a
nddatasets.Thischapterprovidesanexhaustive review of various 
research works already done in thedirection of healthcare 
management, disease prediction system,data mining, machine 
learning, deep learning, feature selection,andclassification. 

 
2.1 REVIEWOFHEALTHCAREMANAGEMENT 
Nazar etal. (2020) conducted an investigation and discoveredthat 
diabetes, hypertension, and cholesterol levels have a 
clearrelationshipwithCOVID-
19severity.Furthermore,theydiscoveredthevirusisstronglylinkedto
otherdissociativedisorderssuchascancer,stroke,andkidney-
relateddiseases.Finally,researchersadvisedextremecautionforCOV
ID-19patients, whose reports have been linked to cancer, stroke, 
andkidney disease. They have also identified several risk factors 
forpoor COVID-19 outcomes, such as patients being elderly, 
havingasmokinghistory,orhavinganyotherclinicalcondition.Moreo
ver,theysuggestedtreatmentoptionsbeinvestigatedfurther to 
provide optimal care and ensure better outcomes forpatients 
suffering from these comorbidities. Camilla et al. (2020)declared 
a few suggestions to handle the current issues in thehealthcare 
domain. The main aim of this work is to facilitate thelearning 
strategy while introducing healthcare applications. Thisanalysis 
applied a qualitative method by conducting reviews 
andpointingoutthenecessity.Phoutsathaphoneetal.(2020)conducte
dasystematicreviewforsynthesizingthevarioushealthcare articles 
and identified the guidelines on the diabeteshealthcare system 
which increases the competency Abbas et 
al.(2019)conductedareviewof202publishedarticlesandidentified85
high-rankedarticlesthatarerelevanttothedecision-making process 
on healthcare datasets. These articleswere categorized into 9 
major applications including 
healthcaretechnology,medicalequipmentmanagement,andhealthca
reservices. Moreover, in this survey, the ranking has been done 
bythecategorizationofvariousaspectsincludingthedecision-
makingandapplicationareas.Thevarioushealthcareapplications 
applied many decision-making approaches that 
areevaluatedandrankedaccordingtotheservicequalityofhealthcare 
and medical service applications. Waleed et al. (2019)suggested 
some guidelines to manage the diseases and handle themedical 
professionals through the heart failure expert committeewhich is 
comprised of thirteen specialists who are chosen 
frombothprivateandpublicsectors.Thecommitteefinalizedthe 
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guidelines and disputes for managing critical situations in 
thedisease diagnosis process in Saudi Arabia. Chun-Song et 
al.(2017)developedmanymethodstopreventheartdiseaseespeci
ally cardiovascular he also improves the healthcare fornon-
communicable diseases. Gorunescu (2015) conducted 
anextensivesurveyabouthealthcaremanagementusingMachine
LearningtechniqueswhichincludetheSVM,GeneticAlgorithm(
GA),NeuralNetworks,andnearestneighbor. These are applied 
for the diagnosis of the deadliestdiseases likeheart,cancer, 
anddiabetesdiseases. 

 
2.2 REVIEWOF 
DISEASEPREDICTIONSYSTEMDebarpitaetal.(2020)desig
nedaframeworkthatadoptsaroughsetawarelatticetorepresentthe
knowledgeinamedicalexpertsystemthatisovercomingtheissueo
fredundancyandinconsistency.Theirframeworkprovidesaflexi
blemethodtoexpressthediversepossibilitiesamongthediseasesy
mptoms.Mantimetal.(2020)proposedthreemethodsthatareappli
edforimplementingDr.Flynxz’sAilmentPredictionandallergy 
managementapproaches.Theexperimentalresultsrepresentthep
erformanceenhancementintermsofpredictionaccuracy.Thesyst
emhasbeenusedtopredictdiseasesbyusingthefuzzyinferencesys
temwhichapplies theMamdani-Sugenotype. 
Oyelade et al. (2018) developed an input generation 
modelwhichaddressesthedrawbacksviathe 
inferencecreationprocess,thelexiconofbreastcancerdisease,rul
es,andnatural language processing. Their method feeds the 
input tothe inference engine that has rules and ontology. 
Finally, 
theypreparedalistoftokensandusedthemintheexpertsystemtodi
agnosebreastcancer.Theirexpertsystemachievedbetterpredicti
onandalsogeneratesadditionalinputdata.SiqiQiuetal.(2018)des
cribedtheIF…THENrulesforrepresenting the data 
incompleteness,vagueness, and non-linear casual 
relationships by assigning the degrees to all 
thepossiblevaluesoftheuniverseconsequentlywithtimeinterval-
based weights. They have proposed an evaluation-
basedsystemtoperformmodelingandriskassessmentprocessesw
ithextendedrules.Finally,theyhaveappliedtheir system to 
predict the possibilities of two different usecases. 
Ramiro et al. (2017) developed a fuzzy logic incorporated 
amedical expert system to assist physicians in the process 
ofpredictingnephropathycontrolwithtype-
2diabetes.Thisexpert system was designed using the practical 
guidelines 
andtheknowledgeprovidedbyexperiencedmedicaldoctors.Mor
eover, this system considers the blood glucose level, uricacid, 
age, serum creatinine, dyslipidemia, and hypertensionfor 
prediction. After being experimented with many times,they 
achieved more than 93% prediction accuracy and also,they 
proceeded the treatment successfully and cured them.Even 
though, they have failed to estimate the failure stages 
ofpatients. 
Gwo-Haur et al. (2006) developed a time scale-based 
methodforcollectingmedicaldatafromexperiencedphysicians.T
heirmethodconsumedconsiderabletime,basedontheconsidered 
disease symptoms in various periods. Finally, theyhave 
proved that their expert systems have achieved 
greaterperformancethantheconventionalknowledgeacquisition
approach. Lenka et al. (2001) explained the various 
medicalexpertsystemsthatapplyintelligentrules.Thevariousdat
asetssuchasdiabetes,cancer,andheartdiseasesareappliedforeval
uatingthedifferentexpertsystemsandachievingbetterprediction
accuracy.Theyhaveconsidered theimprovedmethodologiesand 
effectivestepsto 

diagnosethediseases. 
 
2.3 REVIEWOF DATAMINING 
Abbas et al. (2020) conducted an experimental study on 
thereal medical dataset that was collected from 136 
cancerouspatients by using the data mining algorithms 
including Multi-
layerPerceptron(MLP),ANN,SVM,Classification&Regressio
n Tree (CRT), Logistic regression and C 5.0. 
Thedatasetcontainsdetailsincludingsmokinghistory,hypertens
iondetails,andbloodpressureatthetimeofadmissionfortheagedp
eople.Thealgorithmsachievedbetter classification accuracy. 
Heudel et al. (2019) developedanew dataanalyticsmodelby 
incorporating dataminingalgorithms along with Natural 
language Processing (NLP) tocategorize the data effectively. 
This model achieves betterresults andreachedthe 
performancelimits.Heudeletal.(2019) analyzed the prognostic 
factors over elder women'streatment records as advanced 
treatment by applying the dataminingalgorithms. 
Dominic et al.(2015) investigated the disease severity 
ofchronic diseases by applying the IC9 diagnostic codes. 
Foridentifyingthediseaseseverity,variousdataminingalgorithm
s are applied and gathered the heart and 
diabetesdiseasetypes.Thesystemanalyzesandidentifiestherelat
ionship between the human anatomic methods such 
ascirculatory, nervous, renal, musculoskeletal, neoplasm, 
andrepository systems that are all identified as human 
anatomicmethods. The disease severity level has been 
identified byusing human anatomic methods. Baiju et al. 
(2015) applieddata mining techniques to analyze the clinical 
data includingdiabetes research with the standard 
epidemiology and healthservices. Even though, the issues are 
necessary to be 
resolvedbyapplyingtheminingtechniquestomedicalresearch.Je
smin et al. (2013) investigated the health factors of 
heartdiseaseinhumanbeings.ThisworkappliesARMandintellig
ence techniques for identifying the factors from 
theUniversityofCaliforniaIrvine(UCI)machinelearningreposit
ory dataset that is utilized to make decisions on 
patienthealthrecords. 
Gloria et al. (2008) aimed to evaluate the health 
resourceutilization in particular lung cancer-affected people. 
The datamining algorithms were applied with the propensity 
score forvarying predictive capability. The analysis shows 
the use ofdata mining techniques to handle complex and 
huge volumesof publicly used lung cancer data. End of the 
analysis, it isdemonstrated that the model combines the 
Decision Tree andArtificial Neural Networks which provides 
better predictionaccuracy. 
2.4 REVIEWOFMACHINELEARNING 
Joshiet al.(2020) conducted anextensive review of the 
MLapplications that are available for diagnosing various 
diseases.The review explained the different kinds of medical 
diagnosissystems that use ML algorithms forperforming 
classification.Themajorobjectiveofthereviewistosupplydetailedinf
ormation about the role of ML and AI in disease 
diagnosis.Finally, this review provides a lot of information to the 
practicingphysician and also assists to evaluate the ML 
algorithms in theprocess of disease diagnosis through the 
prediction result on thedisease dataset.Saurabhet 
al.(2020)conducted anextensiveanalysis of the machine-learning 
approach along with the datasetssuch as D1 and D2. Among 
them, D1 considers conjunctivitis,diarrhea, stomach pain, cough, 
and nausea-related data and 
D2containsthestandarddatasetcalledWebKB4.Themachinelearnin
galgorithmsnamelytheRadialfunctionincorporatedSVM,MLP,andt
heRandomForest(RF).Finally,theyachieved 
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97% as the highestaccuracy intheir experimental 
results.Moreover, they also showed the memorization process 
andtesteditinthedirectionofmaintainingstabilityandreliability.
Sabrinaetal.(2019)appliedmanymachinelearning algorithms 
with the adaptation of non-linear supportvector curves on the 
Radial Basis Function (RBF) 
algorithmalongwithanoptimizedGridsearchmethodandobtains
more than 95% accuracy on heart disease dataset that is a 
setof records collected in more than two years. Mahdieh et 
al.(2018)describedthedifferentMLmethodswhichareavailable 
with advanced techniques like data analytics anddeep 
learning on IoT. In addition, the characteristics of IoTdata are 
also applied to find the different approaches such 
asIoTwithdataanalyticsanddatastreaminganalytics.Inaddition, 
deep learning along with data analytics is capable ofachieving 
reasonable accuracy on medical datasets. 
Kohli&Arora(2018)appliedvariousclassifierstoclassifythedata
setssuchascancer,diabetes,andheartdiseases.Afeatureselection
methodwasincorporatedasabackwardmodel by applying the 
value test. The experimental resultsexpressed the strength of 
the ML on various medical datasets.Enas (2018) investigated 
thewidely appliedML algorithmsto predict various life 
threaten diseases such as heart diseaseand cancer diseases. 
The ANN, k-NN, DT, and ARM wereapplied for performing 
the classification process and 
analyzetheresults.Thisalgorithmhasachievedapredictionratebe
tween 70% - 100% accuracy and still, it is not sufficient 
forthecurrentworld. 

3. METHODOLOGY 
 
3.1 INTRODUCTION 
The use of disease prediction systems in hospitals and 
otherhealthcare facilities has increased dramatically and 
portabledisease predictionsystems basedonnew technologies 
arenow a major concern for many countries around the 
world.IoT has aided the advancement of healthcare from 
face-to-face consultations to telemedicine, it has a huge effect 
onreducing consultation time, minimizing healthcare costs, 
andimproving disease prediction accuracy. In IoT-based 
diseaseprediction systems sensor data can help medical 
practitionerstounderstandsensitivecircumstancesmorequickly
andeffectively, also patients can be better informed about 
theirsymptoms and progress. In healthcare IoT devices are 
rapidlyintegrated with AI and ML into disease prediction 
systemsandprocessthemedicaldataforefficientdiagnosisofdise
ases. 
Thecurrentresearchscenariohaslimitationsoverhighdimension
alandcomplexdatasetsofdiseasepredictionsystems.Tofulfilling
theresearchgap,anoveldiseasepredictionsystemisproposedinw
hichnovelfeatureselection algorithms and deep learning 
models are used topredict 
heart,diabetes,andcancerdiseases.Here,featureselection 
algorithms are used to identify the optimal featuresthat are 
helpful for the classifiers to make abetter 
decisionwithreducedcomputationtime.Moreover,deeplearning
models are used to predict diseases more accurately than 
theother existing methodologies. The research framework 
whichcovers architecture, workflow, and performance 
evaluationmetrics isframedinthis chapterindetail 

 
3.2 PROPOSED DISEASE PREDICTION
 SYSTEMARCHITECTURE 
The architecture of the proposed disease prediction 
systemcomprisesfiveimportantmodulesnamelyuserinterface,
medicaldatabase,featureselection,classification,and 

diseasepredictionmodulesasshowninFigure3.2. 
 
3.2.1 UserInterfaceModule 
The user interface module serves as a bridge betweenthe userand 
the disease prediction system. It collects patient data 
usingIoTdeviceslikedesktops,laptops,smartphones,andtablets,alon
gwithnecessarysensorslikepulse-
oximeters,electrocardiograms,thermometers,fluidlevelsensors,sm
artwatches, and Sphygmomanometers, and converts the 
userrequest into query format. The user query contains the 
patientdetails such as name, age, gender, contact information, 
sensordata, symptoms of diseases, and medical reports. To 
process thereal-
timestreamingfeatures,itemploystheslidingwindowprotocol.Witht
hehelpoftheuserinterfacemodule,theformatted user's query or 
request is to be forwarded to the 
diseasepredictionmodule.Anadditionalimportanttaskoftheuserinte
rfacemoduleistocollectclassificationresultsfromthediseasepredicti
onmoduleandsendsthemtotheusersasadiseasepredictionreport. 

 

 
Figure3.1 ArchitectureofProposedDiseasePredictionSystem 

 

3.2.1.1 Slidingwindow 
A sliding window is used to process continuous queries over 
datastreams. When data elements arrive in a continuous stream, 
asliding window answers the queries for the most recently 
arrivedN elements. The proposed work handles the streaming 
featuresusing a self-adapting sliding window protocol which is 
used 
tohandletheoverflowofstreamingdata.Itadjuststheslidingwindow 
size according to the streaming feature arrival rate usingsliding 
window threshold parameters. The features arrival rate 
isfrequently calculated by the self-adapting protocol and 
updatesthe corresponding threshold values to change the window 
size(Dianlongetal.2019).TheSlidingWindowSize(SWS)iscalculat
edusingEquation(3.1) 
The sliding window selects the optimal features from 
streamingdata in real-time using a heuristic function. The 
heuristic functionprovides information to search about the 
direction of an 
objectivefunctionusedinthefeatureselectionprocess.Itoffersamathe
matical method for selecting relevant features from a datastream. 
It calculates the distance betweencurrent and optimalfeatures and 
assigns heuristic values to streaming features 
basedonfeatureinformationobtainedfromthefeatureselectionmodul
e. The sliding window collects streaming data from 
IoTdevicesandsendsittothediseasepredictionmodule.Thedisease 
prediction module examines the required streaming 
dataslidingwindow 

 
3.2.2 MedicalDatabaseModule 
Themedicaldatabasemoduleincludesstandardbenchmarkdatasets 

as wellas real-time streaming datasets. The 
standardbenchmarkdatasetsareheart,diabetic,andcancerdiseasedat
asetsfromtheUCIMachineLearningRepository.Real-time 
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streamingdatasetsincludedatasuchaspatientdetails,symptoms, 
and medical reports collected from patients 
viaIoTdevices.Furthermore,hospitaldataiscollectedandstored 
in real-time streaming datasets. All of these datasetshave 
varying numbers of records, and each record in eachdataset 
has a different number of features that are used 
toevaluatetheproposeddiseasepredictionsystem. 

 
3.2.3 DiseasePredictionModule 
The disease prediction module has controloverthe 
entirearchitectureoftheproposeddiseasepredictionsystem.Itana
lyzes and processes the queries received from the 
userinterfacemoduleandsendsthediseasepredictionresultsback 
to the user interface module. The major responsibility 
ofthismoduleistotrainthemodelusingallthepossiblecombinatio
ns of available feature selection and 
classificationalgorithms.Itdoessobyutilizingthreeimportantco
mponentsasdecisionmanager,rulemanager,andrulebase, which 
are used to perform various tasks for 
effectivediseaseprediction. 

 
3.2.3 FeatureSelectionModule 
The feature selection module is responsible for 
performingdata preprocessing effectively. Here, two 
operations such 
asfeaturesubsetgenerationandsubsetevaluationsareperformed 
to select the optimized feature set. In the 
featureselectionmodule,threenewlyproposedfeatureselectional
gorithmsareusedsuchasEGWO-FSA,GBCOA,andIFSA. 
These algorithms have been applied for performing 
thefeatureselectioneffectively 
In GBCOA, the binary cuckoo optimization algorithm is 
usedto perform the subsetselectionoperation, and the 
geneticalgorithm is used to perform a subset evaluation 
operation toselect the best optimal feature set. EGWO-FSA is 
applied foridentifying the contributed features using an 
enhanced 
graywolfoptimizer.TheIFSAalgorithmisimplementedbycombi
ning the Intelligent Conditional Random Field 
(ICRF)andtheLinearCorrelationCoefficientbasedFeatureSelec
tion(LCFS)algorithmscalledICRF-LCFS.Here,features are 
grouped based ondistance metrics. Then, 
theLCFSandICRFareusedtoselectthemostsignificantfeatures 
that are useful for making an effective decision ondisease-
affectedrecordstoimproveclassificationaccuracy. 

 
3.2.4 ClassificationModule 
The classification module categorizes the data according 
tothe features extracted from the feature selection module. 
Theclassificationmodule trains deeplearning 
modelssuchasnovelC-RNN,newT-
CNN,andthestandardDBNforgenerating classification rules. 
In C-RNN, the 
convolutionallayerisintegratedwiththeclassicalRNN.Italsoinc
orporatestheGRUcellswiththerecurrentlayerstohandlethetimes
equencedata.InT-CNN,thetemporalfeatures are considered 
while deciding on the disease dataset.Moreover, the DBN is 
also incorporated in the 
classificationphaseforclassifyingthedataeffectively.Thepropos
edclassifiers in this module categorize the data as 
"normal,""susceptible,"or"diseased,"with thediseasebeing 
eitherdiabetic, cancer, or heart disease. Furthermore, the 
proposedclassifiers 
canaccuratelypredictthediseaseseveritylevel. 

 
3.3 WORKFLOW OF THE PROPOSED
 DISEASEPREDICTIONSYSTEM 
The sequence of operations involved in the proposed 
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or patient medical reports will be sent to the decision 
managerthrough the IoT device. Rule manager generates 
nine classifierssuch as EGWO-FSA & DBN, EGWO-FSA 
& C-RNN, EGWO-FSA & T-CNN, GBCOA&DBN, 
GBCOA& C-RNN, GBCOA&T-
CNN,IFSA&DBN,IFSA&C-RNN,andIFSA&T-CNNby 
combiningallpossiblecombinationsofproposedfeatureselectio
n and classification algorithms. Also, the rule 
managergeneratestherulesbytrainingalltheclassifiersusingthe
availabledatasets.Therulemanagerstoresandfrequentlyupdate
stherulesintherulebasewithitsnewpredictionaccuracy. 

 

 
Figure3.2Workflowof 

ProposedDiseasePredictionSystem 
 

The rule base holds all rules generated by the rule manager. 
Thedecision manager will analyze the patient's data using 
the rulesavailable in the rule base and selects the optimized 
rule with 
thehighestdiseasepredictionaccuracy.Thedecisionmanagerde
cidestheinputdataandproducestheoptimizeddiseaseprediction
outputasaresultfortheuser. 

 
3.4 PROPOSEDMETHODOLOGIES 
This research has introduced a new disease 
predictionsystemwith the use of feature selection and deep 
learning algorithms. Ithas been carried out with three 
different techniques with differentcombinationsof feature 
selectionand deeplearning algorithms.In the first technique, 
a disease prediction system is 
developedwiththecombinationofthenewEnhancedGreyWolf
Optimization-based Feature Selection Algorithm and Deep 
BeliefNetwork(EGWO-
FSA&DBN).Thesecondtechniqueisdesignedusing the new 
GeneticBinary Cuckoo 
OptimizationAlgorithmandthenovelConvolutionalRecurrent
NeuralNetwork (GBCOA & C-RNN) for efficiently 
identifying diseasesand their severity level. The third 
technique implements a 
noveldiseasepredictionsystemthathasbeendevelopedusingthe
IncrementalFeatureSelectionAlgorithmandConvolutionalNe
ural Network with Temporal features (IFSA & T-CNN) 
forpredictingdiseaseswithlesscomputationtime. 

 
3.4.1 DiseasePredictionSystemUsingGBCOAandC-RNN 

thistechniqueintroducesanoveldiseasepredictionmo
del to predict diabetes, cancer, and heart diseases. This 
modelapplies a newly developed Genetic Binary Cuckoo 
OptimizationAlgorithm and the Convolutional-Recurrent 
Neural Network topredict the diseases. The GBCOA 
algorithm is used to select 
themostsignificantfeaturesthatareappliedforenhancingtheclas
sification accuracy of the C-RNN model. The CRNN 
modelcombines the convolutional and recurrent layers to 

perform bothsequential processing and multiclass classification 
for effectivedisease prediction. The Recurrent layerof the C-RNN 
modelconsistsofmultipleGRUwithtwotypesofgatesnamelyrelevan
tandupdategatestohandlethetemporalfeatures. 
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3.4.2 DiseasePredictionUsingIFSAandT-CNN 
 

Inthistechnique,anoveldiseasepredictionsystemforpredicting
diseasessuchasdiabetes,heart,andcancerisproposed. This 
methodology incorporates a newly 
proposedfeatureselectionalgorithmcalledIncrementalFeatureS
electionAlgorithmandatemporal-
ConvolutionalNeuralNetworktopredictthediseases.Thepropos
edIFSAalgorithm combines the ICRF and LCFS methods. In 
IFSA,the ICRF is used to group the features based on their 
distancefromoneanother.Thecorrelationcoefficientvalueiscom
putedaftergroupingthefeaturesusingtherelatedformulae, and it 
also selectsthe most relevant and usefulfeatures to improve 
classification accuracy. Then, LCFS wasused to evaluate and 
select the cluster with optimized featuresthat are useful in 
making an effective decision on disease-affectedrecords. 

 
4. CONCLUSIONANDFUTUREWORK 

This research work has been proposed and implemented 
asthreedifferentmethodologiesasEnhancedGreyWolfOptimiza
tion-based Feature Selection Algorithm with 
DeepBeliefNetwork,GeneticBinaryCuckooOptimizationAlgo
rithmwithConvolutional-RecurrentNeuralNetwork,and 
Incremental Feature Selection Algorithm with 
TemporalConvolutional Neural Network. The overall 
architecture 
ismadeupofvariousfeatureselectionandclassificationalgorithm
s that have been proposed. Finally, it is used as adisease 
prediction system, capable of predicting fatal diseasessuchas 
diabetes, heartdisease,andcancer. 

Inthe EGWO-
FSA&DBNmethodology,anewdiseaseprediction system has 
been proposed and implemented 
withtheincorporationofIoTandDeepLearningtechniques.Here, 
a new feature selection algorithm called EGWO-FSA 
isimplementedtoachievebetterclassificationaccuracythroughD
BN.Thisdiseasepredictionsystem,predictsdisease and its 
severity level according to the inputs that arecollected 
through IoT devices. Experiments were carried outto evaluate 
the proposed methodology using datasets 
fromheart,diabetes,andcancerdiseases.Onvarioustypesofheart,
diabetes,andcancerdatasets,thismethodologyachievedanoveral
lpredictionaccuracyof95.05%.Furthermore,itcategorizespatie
ntinformationbasedondiseasetypesandseveritylevels. 

IntheGBCOA&C-RNNmethodology,anewdiseaseprediction 
model has beendeveloped and implemented 
topredictthediseasessuchasheart,diabetes,andheartdiseases.Th
isnewmodelappliesanewlydevelopedGBCOA algorithm and 
C-RNN model to predict the disease.The major contributions 
of this work are the introduction ofthe feature selection 
algorithm with a deep learning modelwhich combines the 
convolutional layerand recurrent layerto perform feature 
reduction and sequential. Moreover, it isuseful for selecting 
the contributed attributes that are 
appliedtoimproveclassificationaccuracy.Inaddition,theapplica
tionoftheproposedGBCOAfeatureselectionalgorithmandConv
olutional-RecurrentNeuralNetworkmodel with multiple GRU 
cells is useful for performing themulticlass classification on 
disease datasets. The 
proposeddiseasepredictionmodelachieved95%overalldiseasep
redictionaccuracyonheart,cancer,anddiabeticdisease 

datasets. Finally, this disease prediction model proved as 
betterthan other models in terms of better prediction accuracy 
with lesscomputationtimeforperformingtheclassification. 

For making decisions on the records, time is taken into 
accountand applied to the soft-max layer of T-CNN. At the end 
of theclassification process, the normal records and disease-
affectedrecords in the heart, diabetic, and cancer disease 
datasets can beidentified. Furthermore, this disease prediction 
system is 
usefulforlearningaboutthediseaseanditsseveritylevel.Thistechniq
ue has been tested using standard medical datasets suchas 
diabetes, heart, and cancer disease datasets. The 
experimentshave beenconducted forevaluating the model and 
achieved97% accuracy as an overall prediction accuracy for the 
diabetic,heart, and cancer datasets. Finally, this technique is 
proved asbetter in terms of prediction accuracy than the existing 
diseaseprediction model which uses deep learning algorithms 
and 
otherclassificationalgorithms.Theproposeddiseasepredictionmod
elistakenless timeforperformingclassification. 

In this system, the user's query or patient medical 
reportswill be sent to the decisionmanager through anIoT 
device.Rule manager generates nine classifiers such as EGWO-
FSA &DBN,EGWO-FSA&C-RNN,EGWO-FSA&T-
CNN,GBCOA&DBN,GBCOA&C-
RNN,GBCOA&TCNN,IFSA 
& DBN, IFSA & C-RNN, and IFSA & T-CNN by 
combiningallpossiblecombinationsofproposedfeatureselectionan
dclassificationalgorithms.Furthermore,therulemanagergenerates 
the rules by training all of the classifiers 
withtheavailabledatasets.Therulemanagerstoresandfrequentlyup
dates thepredictionperformance metrics scoresof the rulesin the 
rule base. All rules generated by the rule manager arestored in 
the rule base. The decision manager must identify thebest 
classification rule for better prediction based on the 
user'srequest. 

Each algorithm is capable of performing well on a variety 
ofdatasets.Eventhoughallpossiblefeatureselectionandclassificati
onalgorithmcombinationsperformedwellon thediabetic dataset, 
heart dataset, and cancer dataset, with goodprediction accuracy 
and less computational time. The 
precision,accuracy,recall,andf-
measurescoreoftheproposedalgorithms are used to assess their 
disease prediction 
accuracy.Accordingtouserdata,thebestcombinationoffeaturesele
ctionandclassificationalgorithmisidentifiedforeffectively 
predicting 
diseases.Finally,theproposeddiseasepredictionsystempredictsdis
easesandtheirseverity levelswith minimal computation time. 
The proposed model achievedan optimized disease prediction 
accuracy of 97.8%, 98.4%, and97.5% on heart, diabetic, and 
Cancer datasets respectively. Alsoobtained was the reduced 
computation time of 0.41sec, 
0.89sec,and0.53seconheart,diabetic,andCancerdatasetsrespectiv
ely. 
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