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Abstract— Hand gesture is one of the methods used in 

signlanguagefornon-

verbalcommunication.Itismostcommonlyusedbydeaf&dumb

peoplewhohavehearingorspeech problems to communicate 

among themselves or 

withnormalpeople.Varioussignlanguagesystemshadbeendev

eloped by many makers around the world but they 

areneitherflexiblenorcost-effective 

fortheendusers.Hence,itisasoftwarewhichpresentsasystempro

totypethatisabletoautomaticallyrecognizesignlanguagetohelp

deafanddumbpeople to communicate more effectively with 

each other ornormal people. Dumb people are usually 

deprived of normalcommunication with other people in the 

society, also normalpeople find it difficult to understand and 

communicate withthem. These people have to rely on an 

interpreter or on 

somesortofvisualcommunication.Aninterpreterwon’tbealwa

ysavailable and visual communication is mostly difficult 

tounderstand.SignLanguageistheprimarymeansofcommunica

tioninthedeafanddumbcommunity.Asanormal person is 

unaware of the grammar or meaning 

ofvariousgesturesthatarepartofasignlanguage,itisprimarilyli

mitedtotheirfamiliesand/ordeafanddumbcommunity. 

 
Keywords: HCI (Human-Computer Interaction), HSV 

(HueSaturationValue),GestureRecognition,ComputerGraphi

cs, 

Layout’s,Rendering,CNN(ConvolutionalNeuralNetwork)&K

KN (k-nearest neighbors’algorithm) 

 

 
 

Fig1:Sequencediagram 
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1. INTRODUCTION 

 
Thegoalofthisprojectwastobuildaneuralnetwork 

abletoclassify which letter of the American Sign Language 

(ASL)alphabet is being signed, given an image of a signing 

hand.This project is a first step towards building a possible 

signlanguage translator, which can take communications in 

signlanguage and translate them into written and oral 

language.Such a translator would greatly lower the barrier 

for manydeaf and mute individuals to be able to better 

communicatewith others in day-to-day interactions. This 

goal is 

furthermotivatedbytheisolationthatisfeltwithinthedeafcomm

unity. Loneliness and depression exist in higher 

ratesamongthedeafpopulation,especiallywhentheyareimmers

edinahearingworld[1].Largebarriersthatprofoundly affect 

life quality stem from the 

communicationdisconnectbetweenthedeafandthehearing.So

meexamplesare information deprivation, limitation of social 

connections,anddifficulty integrating in society [2]. 

 
Mostresearchimplementationsforthistaskhaveuseddepthmap

sgeneratedbydepthcameraandhigh-

resolutionimages.Theobjectiveofthisprojectwastoseeifneural

networksareable to classify signed ASL letters using simple 

images 

ofhandstakenwithapersonaldevicesuchasalaptopwebcam.Thi

s is in alignment with the motivation as this would makea 

future implementation of a real time ASL-to-

oral/writtenlanguagetranslator practicalin 

aneverydaysituation 

 

 

Fig2: BlockDiagram ofSoftware 

 
As shown in Figure 1, the project will be structured into 

3distinctfunctionalblocks,DataProcessing,Training,Classify

Gesture.Theblockdiagramissimplifiedindetailtoabstract 

someof theminutiae: 

• Data Processing: The load data.py script contains 

functionsto load the Raw Image Data and save the image 

data 

asnumpyarraysintofilestorage.Theprocessdata.pyscriptwilllo

ad the image data from data.npy and preprocess the 

imagebyresizing/rescalingtheimage,andapplyingfiltersandZ

CAwhitening to enhance features. During training the 

processedimagedatawassplitintotraining,validation,andtestin

gdataandwrittentostorage.Trainingalsoinvolvesaloaddataset.

pyscriptthatloadstherelevantdatasplitintoaDataset class. For 

use of the trained model in classifyinggestures, an individual 

image is loaded and processed fromthefilesystem. 

 
• Training: The training loop for the model is contained 

intrain model.py. The model is trained with 

hyperparametersobtained from a config file that lists the 

learning rate, 

batchsize,imagefiltering,andnumberofepochs.Theconfigurati

on used to train the model is saved along with themodel 

architecture for future evaluation and tweaking forimproved 

results. Within the training loop, the training andvalidation 

datasets are loaded as Dataloaders and the modelis trained 

using Adam Optimizer with Cross Entropy 

Loss.Themodelisevaluatedeveryepochonthevalidationsetandt

he model with best validation accuracy is saved to 

storagefor further evaluation and use. Upon finishing 

training, thetraining and validation error and loss is saved to 

the disk,alongwith aplot of error and lossover training. 

 
• Classify Gesture: After a model has been trained, it can 

beused to classify a new ASL gesture that is available as a 

fileon the filesystem. The user inputs the file path of the 

gestureimage and the test data.py script will pass the file 

path toprocess data.py to load and preprocess the file the 

same wayasthemodelhas been trained. 
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Fig3: Usecase diagram 

 
1. LITERATUREREVIEW 

 
 

[1] Inthispaper,AmericanSignLanguageWordsRecogniti

onUsingSpatio-

TemporalProsodicandAngleFeatures:ASequentialLearningA

pproach,inthisarticle,weadoptedanapproachtorecognizehighl

ycorrelatedAmericansign language words. We optimize the 

accuracy of recorded3D video skeletal hand joints 

information, using a WLRalgorithm andfilter. 

 

 
[2] Inthispaper,End-to-

EndDynamicGestureRecognitionUsingMmWaveRadar,Milli

meter-

wave(mmWave)radarsensorsareapromisingmodalityforgestu

re recognition as they can overcome several 

limitationsofopticsensorstypicallyusedforgesturerecognition.

Theselimitations include cost, battery consumption, and 

privacyconcerns. 

[3] In this paper, An Efficient Two-Stream Network 

forIsolatedSignLanguageRecognitionUsingAccumulativeVi

deoMotion,thisapproachpreservesthespatialand 

temporal information of the sign by fusing the sign's 

keypostures in the forward and backward directions to 

generateanaccumulative video motion frame. 

[4]. In this paper, Facial Expression Recognition 

UsingHybrid Features of Pixel and Geometry This article 

presentsa SACNN-ALSTMs to extract the hybrid feature for 

facialexpression recognition. The SACNN-ALSTMs can 

learn therelative geometric position dependencies of facial 

landmarkpoints and extract more discriminative facial 

features forFER. 

2. PROPOSEDSYSTEM 
 
 

The recognition of sign language gestures from real 

timevideoandsuccessfullyclassifyingitintoeitheronefromal

istofcategorieshavebeenapopularandchallengingfieldof 

research. Many researchers have been working on 

thisfieldforalongtime,sowehavealsothoughtofcontributing 

to this field as by working on it in our finalyear major 

project. Liang et al. [6] have also put theirresearch on this 

concept which has guided us throughoutthe 

implementation. The process of recognizing a 

signlanguagegestureandclassifyingitistheonelinedefinition

ofthetaskperformedbythisproposedsystem.Alongwiththis, 

a text to ASL finger spelling feature is also availablethat 

makes the two-way communication from sign to textand 

text to signpossible. 

 

 
Fig4: System architecture 
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Above Fig.2;shows the Architecture of IntellectSoft 

systemthat how IntellectSoft works from inside the system. 

In theseseveral process take place as Input Image, Image 

Resize,Segmentation, Get Radius, Get Fingertips, 

Controlling aredoneinsidetheIntellectSoft. 

 
3. ADDITIONALFEATURES 

 
 

A. SIGNLANGUAGE: 
 
 

Sign Language consists of fingerspelling, which spells 

outwords character by character, and word level 

associationwhichinvolveshandgesturesthatconveythewordm

eaning.Fingerspelling is a vital tool in sign language, as it 

enablesthecommunicationofnames,addressesandotherwordst

hatdo not carry a meaning in word level association. In spite 

ofthis, fingerspelling is not widely used as it is challenging 

tounderstandanddifficulttouse.Moreover,thereisnouniversal 

sign language and very few people know it, 

whichmakesitaninadequate alternativefor communication. 

A system for sign language recognition that classifies 

fingerspelling can solve this problem. Various machine 

learningalgorithms are used and their accuracies are 

recorded andcomparedin this report. 

American Sign Language (ASL) dataset created by B. 

Kangetalisused.Itis acollectionof31,000images, 

1000imagesfor each of the 31 classes. These gestures are 

recorded for atotaloffivesubjects. 

Thegesturesincludenumerals1-9 andalphabetsA-

Zexcept‘J’and‘Z’,becausetheserequiremovements of hand 

and thus cannot be captured in the formof an image. Some 

of the gestures are very similar, (0/o) 

,(V/2)and(W/6).Theseareclassifiedbycontextormeaning. 

 

 
Fig5:BasicSignLanguage 

 
 

B. INPUTIMAGE: 
 
 

Imageprocessingisamethodtoperformsomeoperationsonan 

image, in order to get an enhanced image or to 

extractsomeusefulinformationfromit.Itisatypeofsignalproces

sing in which input is an image and output may beimage or 

characteristics/features associated with that 

image.Nowadays,imageprocessingisamongrapidlygrowingte

chnologies. It forms core research area within 

engineeringandcomputerscience disciplines too. 

Imageprocessingbasicallyincludesthefollowingthreesteps: 

 
1. Importingtheimagevia imageacquisition tools; 

2. Analysingandmanipulatingtheimage; 

3. Outputinwhichresultcanbealteredimageorreportthati

s based on image analysis. 

 
There are two types of methods used for image 

processingnamely, analogue and digital image processing. 

Analogueimageprocessingcanbeusedforthehardcopieslikepri

ntoutsandphotographs.Imageanalystsusevariousfundamental

sofinterpretationwhileusingthesevisualtechniques.Digitalima

geprocessingtechniqueshelpinmanipulation of the digital 

images by using computers. Thethree general phases that all 

types of data have to 

undergowhileusingdigitaltechniquearepre-

processing,enhancement,and display, information extraction. 

 
4. CONCLUSION 

 
 

The main objective of the AI IntellectSoft is to control 

themouse cursor, keyboard and camera functions by using 

thehandgesturesinsteadofusingaphysicalhardware.Thepropos

ed system can be achieved by using a webcam or abuilt-in 

camera which detects the hand gestures and hand tipand 

processes these frames to perform the particular 

mousefunctions. 

 
From the results of the model, we can come to a 

conclusionthattheproposedAIIntellectSofthasperformedvery

well 
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and has a greater accuracy compared to the existing 

modelsand also the model overcomes most of the limitations 

of 

theexistingsystems.Sincetheproposedmodelhasgreateraccura

cy, the AI IntellectSoft can be used for real-

worldapplications,sincetheproposedsystemcanbeusedvirtuall

yusing hand gestures without using the traditional 

physicaltouch.Themodelhassomelimitationssuchassmalldecr

easein accuracy in click keyboard function and some 

difficultiesin clicking and dragging to select the text. Hence, 

we willwork next to overcome these limitations by 

improving thefinger-

tipdetectionalgorithmtoproducemoreaccurateresults. 
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